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ABSTRACT:  

Now a day’s data is very important part for each sector of the world. Each sector trying to extract the meaningful data 

form very large amount of database and store for future used. For extracting hidden information from data we have to 

accept any one technique which takes minimum time to retrieve the meaningful data. In this paper the different 

techniques are studied and introduced for retrieving the data and try to show which one is the best to retrieve the 

data. It shows overview detail regarding techniques which perform predictive and descriptive data mining task.  I have 

gone through the existing research work in the area of data mining techniques which will promote us to have a fair 

analysis in the field of data mining techniques. 
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INTRODUCTION : 

Data mining is used for extract and analyzing 

the information from the database and provide 

the valuable knowledge. Applications of data 

mining by analyzing data is used for decision 

making, control of business, education systems 

and market analysis [1].Different methods or 

techniques are used in data mining for 

processing and analysis of different data 

patterns among which well known are decision 

tree, association, clustering, rules mining, 

summarization and classification[15]. Today in 

each sector of the electronic environment, data 

is collected and store in one center, from this 

data any firm or organization need the 

meaningful data anytime and anywhere. So 

there should be a technique to handle this 

hidden and meaningful data to the organizer of 

firm so that they can take quick decision and 

proceed for their work. Following figure 1 shows 

the details about data mining process takes 

place. 

In this data mining process the first stage is to 

collect the different information among different 

data sources. The data warehouse is created by 

using data cleaning and integration of the data. 

The data set is prepared after selection and 

transformation of data from data warehouse. 

Extracted patterns are maintained by data 

mining process. Lastly the end user gets 

knowledge and information from the data 

sources by post processing and visualization 

from extracted patterns. In this paper the data 

mining technique were study and gives the 

suggestion for use of better technique to handle 

the data. 

DATA MINING TECHNIQUES : 

The descriptive and predictive are the two Data 

mining techniques used to process the data. The 

information about input data is provided by the 

descriptive technique where as in predictive 

technique hidden or unknown information will 

be predicted. Data mining used the different 

techniques such as clustering, classification, 

association rule etc. [33][7][19]. 

A. Clustering Technique 

In data clustering technique the common or 

logically similar data collected and processed in 
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a group [24]. This technique preforms the 

common type of data separately. It is one of the 

effective techniques to find out the patterns in 

the dataset within the complex data [19][31].  It 

is one of the popular techniques for data mining. 

In this technique the similar data forms one 

group and dissimilar data forms another group 

[26].  

B. Classification Technique 

It is observed that in current research, the 

researcher uses the classification technique 

because of labeled training data, accuracy of 

result and advance algorithm which is based on 

supervised learning[30][6][18][5]. Some 

constraints areused in classification on which 

the data is classified in different classes. It has 

different applications such as marketing, 

business modeling, credit analysis etc. [2]. 

Classification is used in bank loan application to 

predict safe or risky [20]. Most of the researcher 

uses the classification technique because of 

easily bifurcation of the data and gives better 

result as compared to other techniques. The 

classification techniques are decision tree 

algorithm, Naïve Bayes algorithm etc. as follows 

C. Decision Tree Algorithm 

It is one of the classification algorithm used in 

data mining. It has discrete-valued target 

function and learned function [17]. Decision tree 

algorithm shows the different ways of dividing 

the data set into parts like sections [7]. 

The class leveled training tuples are learning in 

the decision tree process. The prediction of any 

model and important information by large 

amount of data will be classified. Decision tree 

algorithm represent as a flowchart which having 

nodes from top to bottom like a tree. The first 

node or begging node called as root node 

[29][4].Each leaf node having class label, each 

internal node shows a test on an attribute, and 

each branch denotes results of the test. 

The three basic algorithms are broadly utilized 

that are ID3, CART, and C4.5. 

ID3:- ID3 stands for (Iterative Dichotomiser 3) is 

an algorithm invented by Ross Quinlan.It is a 

classification algorithm. In this all model are 

summarized to particular group according to 

unique value of condition attribute sets. 

CART:-CART stands for classification and 

regression tree. In 1984 this algorithm was 

invented by Breiman. It is based on binary 

separating of the properties in nature. The 

splitting criterion is used in CART for data gain. 

The split attribute is selected on the basis of 

highest data gain. Data gain is active to form 

tree from training cases. This tree is 

implemented as classify test data [13]. 

C4.5:- In 1993 Roos Quinlan introduced the 

C4.5 algorithm. This algorithm is modified from 

ID3 induction. The decision tree created by C4.5 

algorithm is used for classification referred to as 

statistical classifier. It accepts data with 

numerical or categorical values. It is one of the 

free data mining tools.  

D. K Nearest Neighbor Algorithm:- 

K-Nearest-Neighbors is a supervised learning 

algorithm that generates a model using training 

set until a query of the data set is performed. It 

is one of the basic classification algorithms in 

data mining. It is belongs the lazy learners 

group[12][23][3]. 

E. Artificial Neural Network:- 

In neural network the biological nervous system 

like brain is used for processing the information 

[25]. Identifying the complex data structure and 

big data, artificial neural network is developed. It 

having the capability of classification, parameter 

estimation and revealing pattern apprehension 

[18].It has three layered architecture, input layer 

is first layer which carry independent variables. 

Another layer is a hidden layer which carries 

activation function for enumerating relationship 

between input and output layers [11].  

F. Association Rule Mining [ARM] 

In 1993 Agrawal et al. firstly introduced the 

concept of association rule mining [10]. It uses 
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in different databases such as transactional 

database, relational database as well as data 

repositories. It is used with different data sets 

for finding casual structures, frequent patterns 

and associations [8][32]. It is basically used for 

business perspective. It has two phase process 

in which first used for item set mining and 

another used for rule generation phase. 

G. Outlier Analysis Technique 

Now a days fraud detection and international 

marketing outlier analysis technique is used 

[17]. More importance is given to outlier analysis 

so the preference is given to outlier analysis as 

compare to supplementary data mining 

technique [16] 

H. Genetic Algorithm 

Darwin’s evolution theory comes out in the form 

of Genetic algorithm. It shows that the fittest 

species can survive easily and adopt the changes 

around environment [32]. The Genetic algorithm 

completely depends on natural selection process 

shown by the Darwin [14]. In this algorithm 

random optimized method is used which search 

solution by bio-based operators like selection, 

mutation and crossover etc. The fittest 

individuals are selected among the population 

which is one of the natural selection. They bring 

out Offspring which acquire the eccentricity of 

parents and it will be added to the coming 

generation. If parents have desirable fitness, 

their offspring will be upgraded then procreator, 

and have a better feasibility of surviving. This 

process go through unless, a generation with 

fittest or good enough solitary will be 

accomplish. 

Whenever data mining and Genetic algorithm 

used together then it gives the efficient and 

optimized solution. Because of their own 

characteristics and advantages genetic algorithm 

plays important role in the field of data mining 

[9]. Genetic algorithm has importance in various 

data mining fields like fraud detection, risk 

analysis, agriculture research, biological 

research etc. Genetic algorithm and Decision 

tree solves many difficult task of data mining in 

collaboration. Genetic algorithm also plays 

crucial role in different data mining techniques 

like clustering, classification, association, rule 

prediction etc. 

BETTER DATA MINING TECHNIQUE 

As the researcher John Holland developed the 

genetic algorithm, are illustrious tools for solving 

the complex problem [27]. Number of studies 

have clear that genetic algorithm works 

proficiently in the optimization of complex 

problem’s solution [22]. In Genetic algorithm 

bio-based approaches is used which makes it 

more efficient than other algorithms like, FP- 

growth, ant colony, particle swarm and Apriori 

algorithms in terms of optimization [28][21]. 

CONCLUSION : 

This paper try to show the overview related to 

data mining, classification, decision tree, genetic 

algorithm etc. and also provides the concepts. 

Data mining having different techniques which 

are systematized and efficient in their ways but 

Genetic algorithm which is on biological 

operators gives the optimized solution to 

complex problems. At the end of this paper got 

focus on genetic algorithm with their 

applications in various sector of data mining. It 

is one of the time saving and strong algorithm 

for any database. It gives best learning approach 

and better understanding related to the data 

mining for complex dataset. 
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Fig.1 Data mining process 

 


