
I J R B A T, Vol. II, Issue (7), Nov 2015: 107-108  ISSN 2347 – 517X 

 

107 

 

INTERNATIONAL JOURNAL OF RESEARCHES IN BIOSCIENCES, AGRICULTURE AND TECHNOLOGY 
© VISHWASHANTI MULTIPURPOSE SOCIETY (Global Peace Multipurpose Society) R. No. MH-659/13(N) 

www.vmsindia.org  

 

 

DETERMINATION OF NUMBER OF CLUSTERS IN CLUSTER ANALYSIS AND 

SIMILARITY MEASURE FOR THE CLUSTERS: A SURVEY 

Pranjal S Bogawar 
Priyadarshini College of Engineering, Nagpur 

pbogawar@gmail.com 
Abstract 

Clustering plays vital role in data mining. Clustering is unsupervised classification technique. It is used to group 

the elements with same features. This is very useful to group the large amount of data. Newly created groups are 
used to analyze, summarize the huge data. Big companies can take large decisions from this summarized data. 

Clustering also useful in image processing.(E.g. Medical image, face detection, thumb impression etc.) This paper 
gives the idea about what is cluster, clustering. Clusters can easily created by finding the similarity between the 

data. This paper gives idea about some similarity measures and their comparative study. There are various 

clustering techniques. Each technique is suitable to solve particular problem as every technique has its pros and 
cons. Data should be classified into proper number of clusters. There are some methods which calculate proper 

number of clusters. This paper gives the idea about these methods. 
Keywords Cluster, Cluster Analysis, EM, K-means.  

Introduction 

 Process of Searching useful information 
from the large volume of raw data is called as 
Knowledge discovery in database. Data Mining 

is technique used for KDD to get hidden 
information. Data mining techniques are used 
for time-series analysis, predication, 

summarization, association, and Sequence 
Discovery. This paper gives the idea about 
clustering, its application, Similarity measures, 
Clustering algorithms and techniques to 

determine the number of clusters. 

Material and Methods 

 2. What is Cluster?: Cluster is collection 
of objects which are â€œsimilarâ€  between 
them and are â€œdissimilarâ  €  to the objects 

belonging to other clusters. In another way it is 
said as closely packed group (of people or 
things) pictorially it is shown as figure1 

Result and Discussion  

 Methods to Determine the Number of 

Clusters: We discussed various methods for 
clustering the data. But how many clusters is 
always a problem. There are various techniques 
to determine the proper number of clusters. 

Easiest method for determining the number of 
clusters k is as follows k = âˆšn where n is the 
number of objects to be clustered. But this 

technique is not the universal as sometimes all 
data get clustered into two clusters only. 
Milligan and Cooper (1985) discussed 30 

different techniques to determine the number of 
clusters in Hierarchical Clustering. Calinski and 
Harabasz index, Je(2)/Je(1), C-Index, Gamma, 
Beale, Cubic clustering criterion, Point- Biserial, 

G(+) index, Mojena, Davies and Bouldin, 
Stepsize, Likelihood ratio, |logâ ¡(p)| , Sneath,  

 
Frey and Van Groenewoud, Log(SSB/SSW), Tau, 

(C ) Ì…/ k^(.5) , n log(|T|/|W| ), k^2 /|W|, 
Bock, Ball and Hall, Trace Cov W, Trace W, 
Lingoes and Cooper, Trace W-1 B, Generalized 

Distance, McClain And Rao, Mountford and |T| 
/ |W| are the methods discussed by them. 
According to the clustering technique it varies. 
Reallocation methods like EM and K-means 

Clustering which moves observations iteratively 
from one cluster to another, number of clusters 
has to specify in advance. Bayesian Information 

Criterion is used for Reallocation methods and 
Hierarchical Clustering methods [17, 18, 19, 21, 
22]. Sugar and James (2003) gives new idea 

based on distortion theory with limited 
parametric assumptions for finding the number 
of clusters using K-means Clustering algorithm. 
Xie-Beni Index and Kwon Index is used for 

partitioning while using fuzzy clustering 
algorithm [20]. 

Conclusion 

 Clustering is the very basic task of the 
data mining techniques. It is used for the 

automatic information retrieval from the given 
documents. Clustering is the unsupervised 
techniques. This paper gives the various 

clustering techniques used for text documents 
and images. This paper gives various distance 
finding methods to find the similarity between 
images or text documents. Comparative study of 

various similarity measures is done. Clustering 
techniques, their pros and cons are studied 
here. The methods which determines the 

number of clusters are also discussed in this 
paper. 
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